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Abstract. Enterprise architectures (EA) help organizations to analyze interrela-
tions among their strategy, business processes, application landscape and infor-
mation structures. Such ambitious endeavors can be supported by using reference
models for EA. In recent years, research has increasingly been investigating in-
ductive methods for reference model development. However, the characteristics
of EA models have not been considered in this context yet. We therefore aim to
adapt existing inductive approaches to the domain of reference enterprise archi-
tectures development. Using design science research our work contributes to the
reference modeling community with (i) a comparative analysis of inductive ref-
erence modeling methods regarding their applicability to EA models, (ii) the re-
finement of an identified approach to reference EA design and (iii) its application
in a use case.
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1 Introduction

Enterprises need to be aware of the relations among their strategy, processes, appli-
cations and infrastructures to be able to rapidly react on changing demands in the mar-
ket and within their organization. The Enterprise Architecture (EA) research domain
contributes to this purpose by providing methods and tools to establish a more holistic
perspective on enterprises [1, 2]. This includes to systematically capture and develop
an EA using modeling languages like ArchiMate [3]. Such models represent different
architectural layers of an enterprise, such as business, application and technology ar-
chitecture. Since EA projects are highly time- and resource-consuming, organizations
would benefit from reference models for EAM. A Reference Enterprise Architecture
(R-EA) can be defined as a generic EA for a class of enterprises that is used as founda-
tion in the design and realization of the concrete EA [4].

Many methods exist to develop reference models—both deductive and inductive ap-
proaches [5]. Especially, the latter one gains increasing attention by the research com-
munity in recent years [6]. Unfortunately, inductive approaches focus primarily on
business process model structures [7] and research lacks investigating their applicabil-
ity towards EA structure like ArchiMate [8]. Nevertheless, we claim that the benefits



inductive methods provide for reference process development will also qualify for R-
EA development once these methods can be adapted.

In order to fill this research gap, we propose a method for inductive derivation of a
R-EA using approaches of existing inductive methods. We therefore use design science
research (section 2) in the domain of inductive reference modeling (section 3). We
perform a literature review on current inductive methods and assess them regarding
their applicability to EA modeling against prior defined requirements (section 4). We
further refine one suitable approach to the EA domain (section 5) and demonstrate the
new method by dint of a use case (section 6).

2 Research Design

We structure our research report in terms of the design science research (DSR) meth-
odology proposed by [9]. Therein we aim to extend existing methods for developing
inductive reference process model to their application to the domain of R-EA develop-
ment. Peffers et al. define five activities for DSR projects. We performed them as fol-
lows [9]:

For the problem identification, we conducted a literature study to investigate the ex-
isting body of knowledge in the field of inductive reference modeling methods and their
existence in the EA domain (see sections 3 and 4). We combined the approaches by
Kitchenham [10] and Webster and Watson [11] to thoroughly study existing research.
The results verified our stated absence of an inductive approach that addresses EA
structures. In the DSR activity to define the objectives for a solution we analyzed EA
structures and defined requirements they possess towards inductive approaches (see
section 4.1). Using these, we performed a comparative analysis and identified suitable
approaches and chose the most appropriate one to adapt it for the development of a R-
EA, which was the activity to design and development in our DSR process (see section
5). The fourth activity is demonstration that the artifact actually solves the problem.
We therefore applied the resulting artefact to eleven individual EA models and devel-
oped a R-EA that fulfilled the prior defined requirements (see section 6). The last DSR
activity, evaluation, has the intention to observe and measure how well the artifact of-
fers the solution to the given problem. We discuss the benefits and drawbacks of the
refined artefact and derive future research activities from these insights (see section 7).

3 Inductive Reference Modeling

In general, reference models are information models developed for a certain problem
in a certain application domain. The purpose of their development is to be reused in a
concrete application case in this domain. The reuse of a reference model is intended to
increase both efficiency and effectivity of an enterprise’s information systems and their
change management [12]. From a user-oriented perspective, Thomas understands a ref-
erence model as a model used to support the construction of another model [13]. From
the perspective of reusability, other authors such as vom Brocke argue that reference
models are characterized by the concepts of universality and recommendation [12]. The



life cycle of such reference models can be distinguished between the phase of construc-
tion and the phase of application [5, 14]. By presenting insights in reference enterprise
architecture development we contribute to the first phase, i.e. the construction of refer-
ence models.

For constructing reference models, research discusses two generic strategies. While
the deductive reference modeling derives reference models from generally accepted
knowledge, the inductive approach abstracts from individual models to agree on a com-
mon understanding within the reference model [15]. Most established reference models
have been developed based on deductive approaches [16]. However, inductive refer-
ence modeling provides potential because more and more relevant data in terms of logs
and concrete information models of organizations are available. Further, inductively
developed reference models tend to have a higher degree of detail, are more mature and
seem to be more accepted when it comes to reference model application [6].

Fettke provides a seven phase method for inductive reference model construction
[17]. The core of the approach is the derivation of a reference model from presorted
individual information models. Although Fettke names clustering as a technique to
elicit the reference model, it is not made explicit how it is conducted. In recent years,
reference modeling related research addresses this topic and approaches were devel-
oped. One work applies abstraction techniques from business process mining to the
reference model domain [7]. Other approaches utilize for example natural language
processing techniques [18], graph theory [19] or clustering methods [20], but always
focus on business process model structures.

4 Comparative Analysis of Inductive Reference Modeling
Approaches

In this section we systematically investigate inductive methods regarding their applica-
bility to EA model structures. Therefore, section 4.1 defines criteria, which were used
to examine, whether an inductive approach is considered applicable to EA model struc-
tures. Section 4.2 presents the results of our systematic literature review and thus the
identified approaches before we identify suitable approaches in section 4.3.

4.1 Requirements for inductive R-EA development

Through EA models the complex interrelations between an enterprise’s organizational
and operational structure with used information systems, processed data and realizing
technologies are made explicit. Such models consist of layers and elements, which de-
fine different perspectives on the enterprise [2]. We use the TOGAF framework [21] as
it is widely accepted among practitioners and comes with a modeling language Archi-
Mate in version 3.0 [3].

In order to derive requirements for the selection of suitable approaches we shortly
distinct business process and EA models from each other. Ahlemann et al. state that EA
models are more comprehensive than pure business process models since they represent
an organization from different perspectives and are not restricted to the business layer



[1]. Greefhorst and Proper define five elements of an EA [22]: concerns, which are
related to EA stakeholders and group distinct interests on the EA model; architecture
principles that guide the EA model; an EA model, which relates different elements of
the EA with each other; views that represent a projection of the EA model regarding a
certain concern; and, a framework that provides a meta model and modeling guidelines.
Further, EA models result in more complex model structures. For example, event-
driven process chains (EPCs) define six elements and three relation types while Archi-
Mate’s core framework defines 36 elements and 12 relation types. In summary, busi-
ness process models can be interpreted as a partial model of EA models, since they can
be integrated into an EA as Lankhorst et al. demand [2].

REQ1: The approach should be suitable to other modeling languages. The au-
thors of the approach have to mention the applicability to other modeling languages.
This might be other process modeling languages or any modeling language. We dismiss
the approach if the authors state that it is solely applicable to the utilized model struc-
ture. Otherwise, we concluded this by studying the approach in detail.

REQ2: The approach does not solely rely on the control flow of the model struc-
ture. Most inductive approaches focus on the control flow characteristic of business
process languages like ECP to derive a reference model. Next to such dynamic rela-
tionships, EA models use many other relationship types like the assignment (structural),
serving (dependency) or specialization relationship. Thus, we dismiss approaches that
are not applicable to static model structures.

REQ3: The approach has to be adjustable regarding concepts of viewpoint and
concerns of ArchiMate. EA models focus on a more aggregated level of detail in con-
trast to business process models, which represent a much higher level of detail [2].
ArchiMate uses different viewpoints to address different concerns of the model’s stake-
holders [22]. The approach may use mechanisms to vary the decision what elements to
integrate into the reference model depending on a viewpoint’s concern. For example,
more criteria than a frequency threshold could be used. This also might support the
identification of best practices among the individual models.

We consider any approach that fulfills all three requirements suitable for the appli-
cation of R-EA development. However, we do not directly dismiss approaches fulfilling
REQ1 and REQ2 but not REQ3, because it may still be applicable to sub-models of the
ArchiMate models.

4.2 Results of the literature review

For a sound systematic literature review (SLR), research questions should be defined
that underlie the review process [10]. The aim of our SLR was to identify articles that
propose a method or an approach how to derive inductively a reference model from a
set of individual models. These have to address the same problem domain in the same
modeling language and, thus, can be somehow processed to derive a common practice
or a best practice among them. Further, we wanted to analyze these approaches, whether
they can be applied to EA models by using the REQs presented in section 4.1.

After several alterations we used the search term (reference NEAR/4
model*) AND (inductive* OR mining). It was performed on the document



title, abstracts and keywords and we used a NEAR-operator in order to gather result
like “reference process models”. Furthermore, we included the term “mining” since
related work often use it instead of “inductive” [23]. The query was performed on the
databases SCOPUS (296 results), AISeL (20 results) and IEEExplore (94 results) from
2007 until today. This period was chosen since prior work in [6] already conducted a
similar search, which we wanted to extend with the most recent approaches. The au-
thors only identified inductive approaches after 2007 in their work. Then, we excluded
irrelevant articles by reading all titles and abstracts. This resulted in 16 results, from
which we eliminated three duplicates and then reviewed the 13 full documents. We
included every article in English and German language that explicitly addressed induc-
tive reference modeling and propose an approach for reference model derivation. We
excluded work that offered techniques, e.g. from the process mining domain, but lacked
in describing its application to reference model development. Additionally, we used
related literature reviews to include relevant articles that we did not capture yet [6, 7,
23, 24]. In the end, we identified 21 approaches for inductive reference modeling. We
analyzed them against REQ1, REQ2 and REQ3. The results are presented in Table 1.

Table 1. Identified Approaches and their fulfilment of requirements.
("+" fulfils REQ; “-“ does not fulfil REQ; “0” may be applicable with major adjustments)

— | A en e | en
APPROACH |Z|Z|Z| pEcision  approacH || S| pECISION

| 4R
Rehseetal.  [25] | - - - | Inapplicable Lietal. [26] | - | o | - | Inapplicable
Scholta [27] |+ + |+ | Applicable  Ling, Zhang[18] |+ |0 | - | Dismissed
Leng, Jiang  [28] |+ | - | - | Dismissed Lietal. [29] | - | o | - | Inapplicable
Ardalanietal. [16] |+ + - | Applicable LaRosaetal.[30]]|+ |0 |- | Dismissed
Rehse, Fettke [31] |+ - | - | Dismissed Fettke [20] || - | o | - | Inapplicable
Li, et al. [19]1] - | o | - | Inapplicable  Yahyaetal. [32] |+ |0 |- | Dismissed
Gottschalk et al.[33]] - o | - | Inapplicable  Rehse et al. [7] + |0 |- | Dismissed
Rehseetal.  [34] | - o - | Inapplicable Aieretal. [35] |+ |0 |- | Dismissed
Martens etal. [36] [+ +| - | Applicable Lietal. [37]1 | - | o | - | Inapplicable
Sonntagetal. [38]] - |+ | - | Inapplicable  Yahyaetal. [39] |+ |0 |- | Dismissed
Martens etal. [40] [+ | o | - | Dismissed

4.3  Identification of suitable approaches

Only three approaches were identified that are suitable for their application to EA mod-
els regarding our requirements, i.e. the approaches from [16, 27, 36]. Although only the
approach by Scholta [27] fulfilled all three requirements we deem the approaches by
Ardalani et al. [16] and Martens et al. [36] applicable to EA models as well. Nine ap-
proaches were assessed as inapplicable. Their authors explicitly state that they were
specifically developed for certain model structures like EPCs [34], WS-BPEL [26] or
Workflow Nets [33]. Some focus on the analysis of process models’ control flow [25,
37] and, thus, cannot be applied to EA model structures. The remaining approaches
were dismissed due to major adjustments one would have to make using them for EA



model structures. For example, some use graph theory to derive reference models [32],
while others use clustering algorithms [30] or transformation matrices for their ap-
proach [40]. Although it is possible to represent ArchiMate models in graphs or matri-
ces, the approaches’ effort highly increases with the complexity of different relation-
ships ArchiMate defines. We exclude them from the scope of this work, but discuss
their potential for future research at the end of this article.

Based on the defined requirements in section 4.1 we chose the approach by Scholta
[27] for applying it to ArchiMate models. Scholta’s is the only approach that proposes
a method for inductively deriving a best practice reference model and therefore defines
a number of characteristics that also can be applied to ArchiMate models, which fulfils
REQ3. Still, in a prior research paper we already successfully applied the approach by
Ardalani et al. [16] to ArchiMate models by manually calculating the minimal graph-
edit distances of AchiMate model parts. The same may be done for the approach by
Martens et al. [36]. The remainder of this paper depicts our application of Scholta’s
approach and demonstrates the results by dint of a use case.

5 An Adjusted Approach for Inductive R-EA Development

The approach by Scholta aims to semi-automatically derive reference process models
that represent best practices from a set of individual process models [27]. The approach
is called “RefPA” and addresses the problem domain of public administration. How-
ever, we understand it to be applicable to other problem domains as well, although the
author omits to discuss “RefPA’s” generalizability. The fact, that the approach, to date,
is only conceptually described allows us to modify it on the conceptual level, since the
procedure is well documented.

RefPA defines the following objectives: to keep the source models’ structure; to
identify commonalities of the source models; to consistently group certain segments of
the source models; and, to evaluate these groups in order to identify best practices. After
collecting all source models in step 0, Scholta defines five steps to develop the reference
model. In step 1 all source models are merged together, containing all nodes and edges
of any source model. Step 2 subsequently detects all nodes that occur in all source
models and, hence, are common elements. In step 3 Scholta uses the concept of the
SQL constructs GROUP BY, WHERE and CONTAINS to identify groups in each
source model. For instance, process nodes are grouped by a certain document they pro-
cess (GROUP BY), while they may fulfil certain conditions (WHERE) or a concrete
node may have to be in this group (CONTAINS). After groups were identified, they are
evaluated and ranked using various criteria. Scholta lists 21 different criteria, such as
processed documents, lead-time or personnel costs. Depending on the criteria and the
problem domain, the best groups are identified as best practices. Finally, in step 5 all
common elements are nodes as well as the best groups are assembled together to a
reference models, which contains common as well as best practices, as Scholta claims.
In the following, we will discuss these five steps regarding necessary adjustments for
ArchiMate models. For more insights into the approach we encourage the reader to
study the work by Scholta in [27].



Step 0: Provide Source Models. In contrast to process models, ArchiMate models
may be of high complexity. Hence, we define further requirements towards the source
models: (i) likewise to [27], we demand every source model to address the same prob-
lem domain; (ii) each source model has to comply with a predefined viewpoint struc-
ture, which assigns each viewpoint used to a certain EA concern according to [2]—
otherwise the source model needs to be aligned to it; and, (iii) in order to guarantee
consistent identification of commonalities and best practices, source models have to
represent the same level of granularity.

Step 1: Create Merged Model. For each viewpoint from the model structure we
conduct one iteration of Step 1 > Step 2 > Step 3 > Step 4. We understand ArchiMate
viewpoints as sub models, since they represent different concerns regarding the EA
model [2]. The following adjustments address the reference model derivation for one
single viewpoint before they are assembled to the resulting reference model in Step 5.
A Merged ArchiMate Model is created, using one model repository. Each source model
is represented by the corresponding ArchiMate viewpoint. This guarantees a merged
model, while the source model’s varieties are still documented by single viewpoints.
This helps conducting step 2. As a preparation, we create a reference viewpoint for the
viewpoint at hand. If the source viewpoints follow a common structure of elements on
the lowest level of granularity, it should be integrated in the reference model as well.

Step 2: Identify Common Elements. In line with Scholta, we analyze the source
viewpoints for common elements and relations. To date, we assume that elements with
the similar semantic are labeled with the similar syntax. In addition, we integrate a
frequency threshold as used in [16]. It may vary for each viewpoint and is defined de-
pending on the reference model’s purpose. In contrast to Scholta, Ardalani et al. define
an element a common practice if it occurs in the majority of source models [16]. A prior
defined threshold is applied for each element and relation of the source viewpoint. All
elements and relations above the threshold are integrated in the reference viewpoint.

Step 3: Group elements. Although this is essential to derive best practices, it is the
vaguest step of Scholta’s approach. Again, ArchiMate models are much more complex
than process models and, thus, there are a lot different possibilities to group model
parts. Still this does not guarantee the identification of best practices. During the case
study (see section 6) we identified approaches for grouping the viewpoints’ elements.
This depends from the EA layer, which the current viewpoint addresses. On the busi-
ness layer, sub-functions or sub-process may be grouped as well as processes that are
assigned to the same business role. On the application layer, data objects may be
grouped regarding the phenomenon they relate to (e.g. customer profile). Again, the
overall purpose of the reference model has to be considered before grouping elements.
For each source viewpoints the same grouping decision has to be applied.

Step 4: Evaluate Groups. We deem all criteria proposed by Scholta to be suitable
to ArchiMate models. Next to them, there may exist domain-specific criteria, depend-
ing on the problem the reference model intends to address. Consequently, before choos-
ing the criteria one has to understand how the model at hand may help the future model
users to solve this problem in the best way. Moreover, it has to be clarified whether the
available source models offer the required information. The ranking of element groups
may use multiple criteria. For different viewpoints, different criteria may be applied.



Step 5: Assemble Reference Model. After all reference models are developed, the
reference viewpoints are integrated into the final reference model. There may exist du-
plicates, since some elements or relations are defined in various reference viewpoints.

6 Case Study from the Financial Domain

We applied the adjusted RefPA approach to R-EA development in the financial domain.
It aims to holistically capture all relevant aspects of the financial organization affected
by regulation in order built a reference model that helps financial institutes to effec-
tively and efficiently implement a compliance organization. Therefore, the reference
model follows the structure of enterprise architectures and uses. One part of the refer-
ence model addresses the prevention of “other criminal acts” (abbr. ssH for German
“sonstige strafbare Handlungen”), which is regulated in §25h Abs. 1 KWG and applies
for every financial institution [41]. Such crimes may be fraud, corruption or treason.

For this part of the reference model, we conducted and transcribed 11 structured
interviews with responsible persons from distinct financial institutes. We developed the
structure of the interviews using deductive techniques. Therefore, we consulted com-
pliance experts for a first structure of a ssH prevention system and studied the KWG
law as well as guidelines provided by the Federal Financial Supervisory Authority [42].
Afterwards, all interviews were transferred to EA models using the same modeling
structure and guidelines, which was done according to Lankhorst [2]. Each individual
EA model was structured by eight different ArchiMate viewpoints, which displayed
different aspects of the EA models. Each viewpoint was related to a certain purpose. In
the following, we concentrate on one specific viewpoint in order to demonstrate the
application of Scholta’s RefPA approach. As depicted in section 5 the procedure was
applied for each viewpoint.

In Step 0 all requirements were fulfilled: we clarified the model’s purpose (i); we
defined a thorough viewpoint structure (ii); and, since we used the same structured in-
terviews the same level of granularity of the source models could be assumed (iii). We
conducted the subsequent steps for each of the eight ArchiMate viewpoints. This is
demonstrated by dint of one viewpoint that addresses how prevention of other criminal
acts is conducted on a strategic level. The viewpoint’s purpose is to recommend finan-
cial institutes what business functions should be implemented on a management level
for preventing such crimes and further, what business roles are related to these tasks.
For this purpose, we use the Business Function Viewpoint, which is defined by The
Open Group [3]. In Step 1 a merged model was created, which incorporated all business
functions and roles as well as their relations among each other. We defined a corre-
sponding reference viewpoint next to the source viewpoints. As a structural framework
for the reference viewpoint we used the general management framework we deduced
during the interview design—each interviewee verified it. These functions were namely
“Building an Organizational Framework”, “Corporate Hazard Analysis”, “Implemen-
tation of a Prevention System” and “Monitoring”.



In Step 2, we identified common elements and relations in the viewpoint. After a
CSV-Export we defined a threshold of 80% and identified 41 common business func-
tions, and five common business roles. We argue that using this threshold still enables
to capture commonalities, while we can ignore outliers that may occur due to the inter-
view as a model elicitation method. We further assumed that elements with the same
semantic were labeled with the same syntax because we used the same model element
library when modeling the source models. During conducting Step 3, we decided to
group the source viewpoint’s models by dint of the four generic business functions
identified during Step 1 (see Fig. 1). Group G3 splits into two groups, namely “G3.1
Measures for Internal Hazards” and “G3.2 Measures for External Hazards”. The inten-
tion was to gather not only the common business function related to the four manage-
ment functions, but also to accompany them with identified best practices from the
source viewpoints. To do this evaluation in Step 4 we found it most reasonable to use a
criterion that identifies the group, which contains most aspects mentioned by the Fed-
eral Financial Supervisory Authority in [42]. In the case that multiple groups from dif-
ferent source viewpoints met this criterion, we integrated the group that contained the
most business functions. During Step 5 we integrated the groups from the prior steps
and assembled the reference viewpoint.

Central Office for Other Criminal Acts
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Fig. 1. Reference Viewpoint: Strategic Level of Preventing Other Criminal Acts

Fig. 1 depicts an extract of the developed reference viewpoint for implementing a
prevention system for other criminal acts on a strategic level. The complete view has
96 business function elements, which are assigned to eleven distinct business roles via
16 assignment relations. Further, 95 composition relations are included. The Open
Group defines a Business Function as an internal behavior and groups the behavior
based on resources, skills, knowledge, etc. It is performed by a Business Role (using
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the assignment relation), which is defined as the responsibility to perform specific be-
havior and requires certain competencies from individuals to qualify for it. Composi-
tion among business functions is represented by dint of the composition relation [3]. In
Fig. 1 visualizes this by graphical composition among the business functions.

7 Discussion of Results and Conclusion

In this article we address the research gap that the reference modeling discipline lacks
an inductive approach tailored for EA models. By applying a DSR process we therefore
define requirements that EA models have towards an inductive derivation of reference
enterprise architecture (R-EA) based on multiple individual EA models. We apply these
to existing inductive methods that we identified during a systematic literature review,
and which almost merely address business process structures. We identify the approach
by Sholta [27] to be the most appropriate for our purposes and refine it in order to
demonstrate its successful application in a use case for R-EA development. Domain
experts validated the resulting R-EA in a first workshop session. Nevertheless, there
are several open issues observed for both (i) the developed artefact in particular and (ii)
inductive approaches for R-EA development in general we identify for future research.

First, the current approach is conducted manually using ArchiMate modeling tools
and spreadsheets. Once the individual EA models meet the input requirements of Step
0, the following steps may be automatized—including the grouping of Step 3. Second,
the best practice elicitation of Step 4 needs to be investigated in more detail. Although
the experts in the validation phase considered our chosen criteria as plausible, we see
flaws in it. Since the individual models were gathered before, may have been certain
information we could have inquired, if we would have known what criteria we would
use in Step 4 of the approach. Further, the concept of best practice is very vague and
should be investigated in much more detail for appropriate criteria selection. Last, when
automatizing the approach, it may be interesting to move from a viewpoint-based ap-
proach to a model library based approach. This would allow deriving the reference
model at once and preventing the effortful model integration.

From a general perspective towards the inductive development of a R-EA, some of
the ideas and algorithms of the identified approaches from the literature review should
still be considered for further adaptation. First, EA models could be transformed into
graph structures in order to automate the merging step; as done in [30, 39]. Second,
clustering methods could be applied in order to identify commonalities beyond single
EA elements but also sub-models; as done in [18, 39]. Third and last, natural language
process could help to analyze syntactical and semantical similarities of EA elements,
that are not labeled similarly, but describe the same phenomenon [30, 32].
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